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Abstract

Voltammetry is a method able to distinguish in certain degree the speciation of dissolved metals. An analysis of its ability to discern composite
and more complex dissolved metal-ligand systems has been carried out by simulating the experiments for determination of metal-ligand
complexing parameters. Logarithmic equidistant addition of metal was presumed, covering 2.5 decades. The data obtained with the preset
parameter values were subsequently fitted to the presumed models. Data points under the detection limitDrhet L0 were eliminated
and random noise following a realistic shape was added to the points to approach them to the real experiment. Four models were applied for
simulation and up to five models for fitting.

The analysis of the results shows that with the nowadays state-of-the-art measurement and data treatment techniques, in most of the case
it was possible to distinguish more complex and also more probable bi-ligand and mixed metal-ligand complexes from the simpler 1:1
metal-ligand systems. Statistical evidences to validate the right model were given. Its applicability has been confirmed by generating a similar
data mining server (DMS) rule.
© 2005 Elsevier B.V. All rights reserved.

Keywords:Voltammetry; Metal-ligand complexing parameters; Multiligand systems; Mono- and bi-ligand complexes; Mixed-ligand(s) complexes; PROSECE;
DMS

1. Introduction metal and distinguishing free metal and labile from inert
metal complexef8—12]. There are numerous models which
As written in numerous papers, there has been a lot of deal with metal speciation with natural organic matter that
work done and many efforts put in measuring metal-ligand have become sophisticated taking into account more and
interactions in model solutions and natural waters, while it more components and parameters affecting the metal spe-
is evident that the metals speciation is a good indicator of ciation and conditions when the bioavailable species could
their bioavailability and hence, their toxicif§—7]. Voltam- be present, as well as the models of natural organic mat-
metric methods with standard addition of metal ions of in- ter description, which is heterogeneous and complex in its
terest have shown to be one of the most non-destructive andhature. They use large database knowledge about thermo-
subtle techniques, able to recognize metal-ligand complex-dynamic stability constants when discrete ligand approach
ation by directly measuring the free and labile fraction of is applied[13-18] or when continuous functions are asso-
ciated with NOM properties and affinity to metal, major

* Corresponding author. Tel.; +385 1 4561 190; fax: +385 1 4680 231, ~ cations or protori19-23} both needing a verification in ex-
E-mail addresspizeta@irb.hr (I. Fieta). periments of various techniques. By the combination of such
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model—experiment approach, one can advance in characsystems, as well as mixed ligand systems with the studied

terization of samples of interest and obtain a more global metal.

speciation conception. In concrete applications, i.e. experi-

mental verifications, the complexity of the system imposed

the need for simplificatiof24,25], a stepwise approach. In- 2. Simulation of experiment and formation of data

deed, it has been shown that many situations and experi-sets for fitting

mental data could be explained and covered by a simpli-

fied conception of 1:1 metal-ligand complexes with their ~ The simulation of experiment, i.e. numerical generation of

numerical indications of capacity and conditional complex data points that strictly imitate the distribution and the num-

stability constant§26-33} on the other hand for a more ber of standard additions, that takes into account the existing

complex conception there were no means of enough sensi-sensitivity of the available instruments and noise distribution

tive measurements and calculations, regarding voltammetriccurve, is useful in predicting the recognition of information

method approacfB4,35] When facing the complex struc-  comprised in real, experimental data points, as shown previ-

ture of the real sample matrix, we always have to bear in ously[57,59] According to the design of experimental stan-

mind that from single technique measurements (voltammet-dard additions, each point representing the sum of the free

ric or any other) one can get information about the so called and the labile fraction of added metal was calculated by the

conditional stability constants, which does not diminish the program MINEQL[60].

significance of the analyses, but necessitates further interpre- The concentration ranges, the number of additions of

tation. titrated metal as well as the logarithmic type of additions
Ligands with strong complexing abilities willtend towards  were taken from the previous resu[&7], i.e. for one and

making bi-ligand complexes with trace metals, especially in two ligand cases which were analyzed in this work, the con-

the situations of low concentrations of the metals available centration range of added metal from 1 to 457 nmol lis

[18,24,34,36—-46]In natural water systems, which contain covered by 25 standard addition points with constant incre-

different ligands, mixed metal-ligand complexes are more ments of M, i.e.

probable to occur than the pure single metal-ligand §hgs

Their quantitative characterization is not an easy task and is

no_t often found in the literature. In co_ntrast, theoretical calcu- \yherenis 25 andvit o, M, andM; are the initial, the final

lations based on the knowledgg of simpler systems, analyses,qith total metal concentrations, respectively.

of factors affecting the recognition of ternary complexes, and  This design of titration, named logarithmic, has been the

the reviews about particular ligand’s behaviour in the envi- subject of the development of an automatic apparatus, with

ronment (e.g{48-52) can be found. Mixed metal-ligand  ppasy measurements of labile trace metal concentrations
complexes were studied in order to improve the sensitivity r5q7

of the voltammetry as electroanalytical method by multiple ¢ gnsidering the non-uniform repartition of the standard
enhancement of metal-mixed ligands complexes adsorptiongeyiation of the measurements obtained on real logarithmic

onto mercury drop electrode and formation of metal-mixed ,qgition titration of cadmiurf61], it seemed interesting to try
ligands-surface complex, known as synergetic adsorption gnraducing that type of variation and apply it in this study.
[53-55] Also, this could be a possible type of process (among The noise added to the simulated data before fitting the best
those well known) for metals removing from aqueous sys- corresponds to:

tems. Experimental results on synergetic adsorption phenom-

Mt ; = 10~ (PMT.0+(PMT.0—PMT 2)x (i/ 1))

ena of uranium and copper at the hanging mercury drop o(M) = 1
electrode have been publishfEB-55] If we broaden the T exp((M/Ms) x 10)— ((e0 — e0o — 1)/(e0 — €x0))
problematic to the formation of metal-ligand—surface com- tes

plexes (surfaces found in natural waters and sediments and
surface adsorptions acting as a ligand), there is a growingwhereM andM, are the concentrations of metal added dur-
motivation for the study of ternary complexgs]. ing and at the end of the titration, respectivetyande,, the

In our previous paper, a detailed analysis of the state-of- noise limits at the beginning and end of the titration, 20 and
the-art in metal complexing parameters determination in nat- 1%, respectively. So the added noise depends on metal addi-
ural water systems for 1:1 metal-ligand systems has beertion and consists of adding random noise to the data points
given [57]. Starting from these results and using the op- between-e(M) and +e(M). This process of data modification
timal conditions described, possible to perform with our by noise addition is presentedhig. 1
nowadays voltammetric experimental se{8g] (i.e. non- Taking into account that analytical techniques used for the
linear, logarithmic standard additions) we wanted to analyze characterization of natural ligand complexing properties, es-
in more detail the ability of our experimental conditions pecially when real samples are concerned, can seldom detect
and analyzing tools to distinguish the situations different the concentration values lower than 0.1 nmot|this value
from 1:1 metal-ligand situations that might occur in nat- was putas alimitto remove all the data points obtained by cal-
ural water systems, such as one and two 1:2 metal-ligandculation which are lower than 0.1 nmottL, i.e. the detection
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Fig. 1. An example of modification of data simulated by MINEQL after
noise addition and removal of the points below 10~19mol L1,
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Table 1
Values of stability constants of mono-, bi- and mixed complexes used for
simulation in various combinations

log(B1x) log(B2x) log(B1y) log(B2y) log(Bxy)

8 16 6 12 14.3,17.3 and 20.3
10 20 7 14 17.3,20.3 and 23.3
12 24 8 16 20.3,23.3and 26.3

o for the same combinations of formation constants as those
used for simulation of single complexes, i.e. 2 20° and
2 x 10° (Table 1.

Four different groups of models were simulated us-
ing MINEQL: S1=ML (for X and Y); S2=ML+ML
(for X and Y); S4=MX+MXz + MY; and S5=MX+MX
+MY + MY 2+ MXY. The preset values of complexing pa-
rameters used for simulation can be read out fFégn 2and
from Tables 2—5respectively. For example: data set 7 stands

one data set exposed to fitting was not always 25, it cameforlog 1 =10, logf> =16, L =X=30nmol L1, therelevant
down even to 8 for the experiments where the complexation results are found iffable 3

intensity was the strongest. Fig. 1, 14 points are left after
noise application and detection limit restriction.

The existence of two ligands (L) was simulated, a strong
(X) and a weak (Y) of 30 and 300 nmott concentrations,
respectively. The position of the points selected for simu-
lation in log(81) x log(B2) space, representing the first and
the second stability constants between metal (M) and lig-
and (L=X or Y) (1= [MLY[M][L]; B2=[ML2J/[M][L] ?),
is presented ifrig. 2 These values have been chosen taking

For each group of simulated points, three forms of data sets
were prepared, namely: (a) for all 25 originally calculated
data points, (b) for data points after removal of the points
lower than the selected determination limit DL, in our case
DL=1 x 101°M (number of data points diminished up to
8), and (c) for data points obtained after removal of data <DL
and application of the random noise.

into account the results obtained in the literature (or on real 3. Fitting strategy

systems]27-29,31-33,57,39—-41,62he stability constant

values chosen for simulation are summarisedahle 1
Regarding the formation constants of mixed complexes,

i.e. MXY, it has been showfb0,51]that they should be re-

Also resulting from our previous papgs7], the program
PROSECE and its complete procedure was applied in all the
fittings. Besides its proven suitability shown in the previous

lated to the formation constants of the bi-ligand complexes by analyses, its structure is much more flexible and able to adapt

a relation of the following kindBxy = x (Bax x Bay)Y2,
with w > 2. In our analysis, we used three different values of
3
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Fig. 2. Thelegend of distribution of metal first and second stability constants
with stronger (X = 30 nmol 1) and weaker (Y =300 nmolt?!) ligand used
to simulate the experiments.

itself to various fitting models used in this study compared
to the other programs that could have been applied instead
[59]. Its drawback is, however, the lack of fitted parameters
confidence limits estimate.

In order to limit the total number of fittings, which in
such analyses easily becomes too big and the obtained re-
sults not easy to elaborate, the schedule of fitting gener-
ally comprised the models similar or simpler than those
used to simulate the data sets. Altogether five different fit-
ting models were applied to data sets, namely, F1=ML;
F2=ML+ML>; F3=MX+MY; F4=MX+MX,+MY and
F5=MX+MX32+MY + MY 2 + MXY.

In the case of the “right” (matching) fitting model with the
simulation model, one can discuss the errors of fitting, i.e. the
differences between the preset and the obtained metal-ligand
complexing parameters, but since in general we do not know
which model is the right one, we should pay more attention
to the other parameters of fitting, such as the amount and
the shape of the residual of fitting. The parameter that also
seemed to be interesting and drawing attention when ana-
lyzing the residuals was the number of zero crossings of the
residual.
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Table 2
Results obtained with PROSECE fitting of the six S1-type experiments using F1, F2 and F3 complexing models on c-type ofrdatarabey (©Of simulated
points after removal of points <DIL: ligand concentrations in nmoH?, res,: normalized residuals of PROSECE fitting)

Ligand S1sim. Presetvalues ML F2=ML+ML F3=MX+MY

log(81) Lt n log() Lr res, log(1) log(B2) Lt res, log(Bix) Xt log(Biy) Yt res,

X 1 8 30 25 80 300 0.951 80 127 302 0.952 80 30.0 4.2 245 0.949
2 10 30 14 D 300 0.120 100 150 300 0.124 100 30.0 5.1 & 0.119
3 12 30 11 12 300 0.173 115 176 300 0.173 1z 30.0 -05 106 0.173
Y a 6 300 25 0] 288 0.600 [5) 117 550 0.598 &® 19.7 6.0 271 0.600
b 7 300 25 0 298 0.740 ® 124 319 0.740 /A 19.7 7.0 280 0.740
c 8 300 20 0 304 0.994 D 94 304 0.994 <] 185 8.0 285 0.994
Table 3

Results obtained with PROSECE fitting of the 18 S2-type experiments using F1, F2 and F3 complexing models on c-type of data sets; other parameters are tt
same as iMable 2

S2sim. Preset values F1=ML F2ML+ML» F3=MX+MY

log(81) log(B2) Lt n log(81) Lt res, log(81) log(B2) Lt res,  log(Bix) Xt log(Biy) Yt res,

4 8 16 30 24 B8 17 1.612 133 160 266 0.848 88 163 55 279 1.129
5 8 20 30 14 13 15 0.185 1@ 178 149 0.185 107 149 24 292 0.185
6 8 24 30 14 10 15 0.248 1& 194 150 0.248 147 150 -630 1112 0.248
7 10 16 30 14 1o 30 0.453 1M 145 302 2.137 100 300 30 0 0.453
8 10 20 30 14 10 19 1.667 15 209 197 1.483 1@ 179 56 197 0.923
9 10 24 30 14 16 15 0.326 1% 113 152 0.326 151 152 -144 808 0.326
10 12 16 30 11 10 30 0.157 1® 91 298 0.156 111 297 4.3 123 0.156
11 12 20 30 14 16 30 0.123 2 89 299 0.123 112 299 58 11 0.109
12 12 24 30 14 10 20 1.631 1R 207 209 1.394 101 187 56 200 0.908
d 6 12 300 25 B 216 0351 @& 114 227 0351 & 221 42 202 0.353
e 6 14 300 24 B 110 1.678 @3 142 238 1.114 a3 234 59 203 1.171
f 6 16 300 10 b 140 3918 & 165 142 1.029 @& 265 57 206 1.470
g 7 12 300 25 n 282 0837 ® 127 322 0.784 B 189 51 199 0.777
h 7 14 300 24 P 156 1.868 74 141 220 1.124 & 79 6.1 188 1.513
| 7 16 300 10 3] 132 3444 & 161 135 2387 B 373 53 217 0.944
j 8 12 300 20 0 300 1360 & 9.6 300 1.360 & 240 55 204 1.361
k 8 14 300 19 aL 276 1.623 B 138 755 1.277 B8 210 6.3 201 1.222
| 8 16 300 9 A 158 5.398 @ 164 184 2.373 ® 201 4.1 200 4.886
Table 4

Results obtained with PROSECE fitting of the 15 S4-type experiments using the following fitting models: F1=ML, F2 =Ml F83&MX+MY and
F4=MX+MX3 + MY; other parameters are the same a$able 2

S4 sim.  Preset values F1,res F2,res F3,reg F4*
log(Bix) log(Bax) Xt log(Biy) YT n res,  log(Bix) log(B2x) Xt log(Biy) YT

a+4 8 16 30 6 300 24 3.716 2.233 0.914 0.732 5 8 159 19.8 6.1 256
a+6 8 24 30 6 300 14 4.059 2.954 0.170 1.166 .014 275 216 5.7 475
a+8 10 20 30 6 300 14 5.877 5.833 0.419 0.428 .210 165 180 6.4 186
a+10 12 16 30 6 300 11 3.366 3.351 0.233 0.235 411 181 304 6.0 302
a+12 12 24 30 6 300 14 5.797 5.758 0.410 0.419 .310 171 18.3 6.4 185
b+4 8 16 30 7 300 23 5.956 5.955 1.158 0.911 .7 8 159 16.8 7.0 317
b+6 8 24 30 7 300 14 6.910 6.910 0.337 0.844 .713 274 27.2 6.9 297
b+8 10 20 30 7 300 14 8.875 7.764 0.608 0.593 411 133 159 7.0 302
b+10 12 16 30 7 300 11 5.767 5.767 0.917 0.516 .211 113 30.8 7.0 306
b+12 12 24 30 7 300 14 9.279 9.279 0.348 0.348 .710 128 176 7.0 317
c+4 8 16 30 8 300 19 1.231 1.231 1.062 1.126 .0 8 16.6 12.6 8.0 318
c+6 8 24 30 8 300 13 4.594 4.594 3.958 0.931 .611 94 16.0 8.0 304
c+8 10 20 30 8 300 13 4.592 4,592 4,313 0.743 .115 7.9 149 8.0 309
c+10 12 16 30 8 300 11 6.771 6.771 6.566 0.761 .813 -2.1 304 8.0 299
c+12 12 24 30 8 300 13 4.993 4,993 4.693 1.061 .410 116 19.3 8.0 307
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Table 5
Results obtained with PROSECE fitting of the 15 S5-type experiments using the following fitting models: F1=ML, F2=Ml. +BiE=MX+ MY,
F4=MX+MX,+MY and F5=MX+MX; + MY + MY 7 + MXY; other parameters are the same aJaile 2

S5sim. n Fl,res F2,res F3,res F4,reg F5

res, log(Bix) log(B2x) Xt log(Biy) log(Bzy) log(Bxy) YT

d+4 2 23 4356 2708  1.100  0.930  0.908 85 116 239 58 12 12.2 368
d+4 2x10® 12 4501 4501  0.247 0406  0.924 9.0 as 274 63 13 20.1 188
d+4 2x10° 11 3464 3422 0211 0191 0236 93 ®4 304 63 12 29.5 211
f+6 2 8 2984 2984 0694 1612 0576 7.3 A4 197 96 165 23.5 156
f+6 2x10® 8 3547 3547 2411 2732 0795 7.2 .35 182 9.7 168 19.6 155
f+6 2x10° 8 2656 2656 1393 0595 0765 5.9 .18 16.8 9.6 16 18.3 152
h+8 2 13 9316 9316 1.085  1.305 1.001 88 116 192 7.6 18 19.2 220
h+8 2x10° 11  6.013  6.013  1.008 3567 0475 96 36 298 7.4 14 18.9 237
h+8 2x10° 11 6504 6504  3.604 1344  0.395 88 a2 296 72 14 17.9 264
j+10 2 11  7.084 7.084 6883 0545 0560 4.4 64 310 80 123 26.4 332
j+10  2x10® 11 7015 7.015 6.834 0748 0917 7.1 25 294 80 5 19.9 331
j+10  2x10® 11 7.037 7.037 6709 0472 0443 8.6 as 309 80 @D 19.1 303
l+12 2 8 8021  7.900 1957 8088 1969 83 15 138 91 16 18.6 217
l+12  2x10®° 8 6.697 6.697 5035 5609 1.660 7.3 .26 16.9 9.2 167 17.1 211
l+12  2x10®° 8 7.051 7.051 5634 6879 1721 75 44 221 92 168 17.0 207
4. Results and discussion (res = sum(abs(li@caic) — IN(Csim)))), which is the sum of

absolute values of differences between the natural logarithms
Before we start the fitting procedure that should comprise of calculated and simulated data points. The values of resid-
several models, we should try to globally estimate the re- uals are normalised to the number of data points in order to
sults by watching the shape of the data expressed in termallow the comparison of the results for data sets of various
of Ms versusMT, pMs versus Mt and linearization modes  lengths. It is interesting to compare consequent values ob-
of Scatchard63] and/or Rizic—Van den Berd35,64—66] tained for the same set of simulated data by application of
whereMs stands for concentration of metal (free and labile) different fitting models.
measured by voltammetry ady for total metal added in The normalized residuals of all fittings for the data sets (c)
standard addition procedure. That could give us the idea of (data points obtained after removal of data <DL and appli-
the kind of fitting model to be used, or at least to discard cation of the random noise) of the four groups of simulated

some of the models. In the first presentatibh yersusMr), S1, S2, S4 and S5 models fitted by up to five F1-F5 fitting
one can try to estimate the total ligand capacity by notic- models, are shown iRig. 3and will be discussed separately.
ing where the tangent to the data points intercefts«is, In general, at first sight, for the S1 and S2 cases the resid-

suiting the Chau method of linearizatif@i/]. In the second  uals are similar for all fittings, in which case, with the help
presentation (s versus Mr), if there is more than one in-  of statistics we decide whether to accept a more complicated
flection, and in the third presentation (linearization) if there model or stay to the simpler one. For the S4 and S5 cases, we
is an indication of curvature of the data points, we can be surecan notice that the application of the right model can in aver-
that the structure is more complicated than 1:1 metal-ligand age be distinguished from the wrong ones by comparing the
complexation. normalized residual values. In the tables the matching model
The comparison of the three forms of data set results showsis marked with an asterisk (*).
that difference is bigger between (a) and (b) than between (b)
and (c). This is promising since the error function applied to 4.1. One-ligand systems (S1 and S2 simulations)
the simulated data points is arbitrary in any case. Also, the
detection limit of 10°molL~1, used to remove the data One-ligand system was presented with both ligands, L =X
points was rather severe; it could be expected to be loweredand Y, and their corresponding stability constants for mono-
up to two orders of magnitude, depending on the analytical ligand as well as bi-ligand cases. Each of the simulated
technique used. It has to be noticed that noise insertion wasdata sets was fitted by three different models, F1=ML,
not that important for the final results concerning the good- F2 =ML +ML> and F3=MX+ MY.
ness of fit.
As only the (c) case represents possible simulation of the 4.1.1. S1 simulation
experiment and as usually we do not know which model  Six different data sets were considered, three for stronger
for fitting the experimental data is the right one, the most (X) and three for weaker (Y) ligands; the preset values of
valuable information about the fit we have, besides logi- complexing parameters, capacity and stability constants are
cal parameter values, i.e. positive numbers for concentrationgiven in Table 2and can also be read out frofig. 2 The
and stability constants values, is the value of the residualsresults of (a) and (b) fittings with ML model were rather
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F1 F2

s

F1 F2 F3 F4 F5

Fig. 3. Residuals of fitting for data sets obtained after removal of data below the DL and application of random noise. S for simulation and F for fit-
ting models: S1=F1=ML; S2=F2=ML+ M} F3=MX+MY; S4 =F4=MX+MXz + MY; S5=F5=MX+MXz + MY + MY , + MXY. Legends correspond

to tables notation and are named from left to right for each F. S1: 1, 2, 3, a, b and c; S2: 4, 5, 6, 7, 8, 9, 10, 11, 12, d, e, f, g, h, i, j, k and |; S4:
a+4,a+6,a+8,a+10,a+12,b+4,b+6,b+8,b+10,b+12,c+4,c+6,c+8, c+10 and c+12; SS5wkR4d+4+0=2x 10°, d+4+0=2x 1P,
f+6+w=2,f+6+0=2x10°f+6+w=2x 10°,h+8+w=2,h+8+w=2x 10%, h+8+w=2x 10%,j+10+w=2,j+ 10 +w=2x 10%,j+ 10 +w =2 x 10,
[+12+0=2,1+12+0=2x 10° and |+ 12 +w =2 x 10°.

straightforward, almost perfectly matching the preset values, the result of total ligand (except for the Sim. a case). The F3
and are not surprising and to be discussed. The results of thenodel applied on strong ligands gives unacceptable results,
simulated points fitting after removal of <DL points and noise but when applied on weaker ligands it just divides the total
insertion with three different models are shownTable 2 ligand in two groups of almost equal constants, which points
Concerning normalized residuals (residuals divided by num- that the decision of accepting the F1 model as the right one
ber of points), all the three fittings have similar residuals. In would be the correct choice.

that case the simplest model should be accepted, which is the

right decision according to the-test[68]. It is interesting 4.1.2. S2 simulation

that for F2 model, the second constghthas just been fig- Eighteen different data sets were simulated, 9 for stronger
ured out by the fitting program, with almost no influence on (x) and 9 for weaker (Y) ligands. The results of data fitting
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from the (c) cluster with the same three models as in the given inTable 5 Fig. 2andTable 1 one can read out their
S1 case are shown ifable 3 Looking only to the residu-  ligand concentrations and stability constants usedialiie 5

als provides no enough evidence to determine which modelthe obtained fitting parameters for the matching model as
for fitting is the right one. On the contrary, for the set of well as the values of the residuals for all the models ap-
stronger (X) ligands, lower residuals were obtained with a plied are given together with the number of points of each
model offering two, rather than one ligand with two constants data set for the (c) cluster. In 10 out of the 15 cases the nor-
for mono- and bi-ligand complexes. In the group of S2 sim- malized residual was the smallest for the matching model,
ulations, there is expressed the strongest impact of passingvhich is a better score than in the case of S4 simulation.
from fitting of all 25 data points (a), to fitting of data points However, the values of complexing parameters were esti-
without those eliminated by the DL (b) and fitting of noisy mated with higher tolerances. Ligand concentrations were
data (c). By analyzing only the (c) cluster, one can hardly underestimated, weaker ligands in higher extent than the
decide about the right model and consequently about the val-stronger ones, in more than half of the cases. From five of
ues of the complexing parameters. In such a case the answethe simulated stability constants the best retrieved constants
lies in redesigning the experiments either by measuring moreafter noising procedure weggy andgay, the constants for
replicates or refining and increasing the number of standardweaker mono- and bi-ligand—metal complexes. It is evident
additions in order to increase the detection limit and lower that for such rather complicated model, broader range of val-

the noise. ues of simulated parameters should be selected and the sim-
ulated data consequently treated in order to survey a spe-

4.2. Two-ligand systems (S4 and S5 simulations) cific rule and/or a range of more certain recognition of preset
parameters.

Two-ligand systems were presented with the mixtures  Starting from these results, two characteristic cases were
of ligands X and Y with the metal M and stability studied in more detall, i.e. the case d w47 2 and the case
constants for mono-, bi-ligand cases as well as mixed f+6, w=2 x 10P. Three-fold repetition of the experiments
metal-ligand complexes. Each of the simulated data setswas simulated in order to test its influence on the correct
was fitted by four or five various models, F1=ML, retrieving of the parameters. The results givenTable 6
F2=ML+ MLy, F3=MX+ MY, F4=MX+MX,+MY and broughtto the conclusion that measurementrepeating in great

F5=MX+MXs+ MY + MY 2 + MXY. extent eliminates the influence of the noise (seen from the
comparison of the corresponding (b) and (c) set of results),
4.2.1. S4 simulation but cannot compensate for the missing of the data points <DL

Fifteen different data sets were simulated following the (comparison of a-type of data with b- and c-type$afle §,

S4 model, i.e. there is one stronger (X) ligand that forms which in fact carry the major part of information about the
mono- and bi-ligand—-metal complexes and one weaker (Y) strong complex parameter values.

ligand that forms mono complex. According to their simula-

tion names given ifable 4andFig. 2, one can read out their  4.3. Data mining server rules

ligand concentrations and stability constants usetabie 4

the obtained fitting parameters for the matching modelaswell  Handling with a big quantity of calculated data, we tried
as the values of the residuals for all the models applied areto possibly find a general rule that could help us recognize
given together with the number of points of each data set for the right model of fitting, in our case simulated data, but in
the (c) cluster. general, measured data of some unknown samples.

In 9 out of the 15 cases the normalized residual was the  To that purpose we have prepared our data according to
smallest for the matching model. The weaker ligand concen- the rules of the data mining server (DMBP], where data
tration was retrieved with better score than the stronger one,analysis is performed based on knowledge induction by the
with less than 10% of error, 11 out of the 15 and 3 out of the inductive learning by logic minimization (ILLM) system.
15, respectively. Stability constant of the weaker ligand was Using known data sets and their classification this program
well retrieved in all the 15 cases, while for the stronger ligand searches for classification rules that could be applied to the
this happened in only 3 out of the 15 cases. Those positivenew data sets of the same kind. An attempt of mixing (a),
cases were characterized at the same time with the number ofb) and (c) sets of data did not give any meaningful result,
points considerably high, i.e. the constants were the lowestso we restricted ourselves to the (c) set. A table with 239 ex-

of the proposed constant sets. ample rows (containing all the mentioned sets of simulated
data fitted to all the mentioned models) was constructed, 70
4.2.2. S5 simulation of them was found in the positive class, which in our case was

Fifteen different data sets were simulated following the a matching simulation and fitting model. Defined attributes
S5 model, i.e. there is one stronger ligand that forms mono- were all preset parameter values of metal complexing capac-
and bi-ligand—metal complexes, one weaker ligand that formsity and their mutual differences and products, the number of
mono- and bi-ligand—metal complexes, and there is one data points in a particular set, the results of fitting including
mixed-ligand complex. According to their simulation names the amount of residual of fitting, and the residual normalized
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Table 6
Results obtained with PROSECE fitting of two S5-type experiments using the fitting model F5; type: data type—see text; av: average of the tbree repetiti
of the same simulated point with different random noise; other parameters are the sarfiatds th

Sim. Fitting model n Type nof meas. res log(B1x) log(B2x) log(B1v) log(B2vy) log(Bxy) Xt Yt
Preset values 8.0 16.0 6.0 12.0 14.3 30.0 300
d+4w=2 F5 25 a 1 0194 g 16.1 6.0 12.7 14 174 277
F5' 23 b 1 0.056 8 16.1 6.0 12.5 14 216 286
F5' 23 c 1 0908 & 16.1 5.8 12.1 12 239 368
F5 69 c 3 1.066 8 16.1 5.9 12.2 12 240 341
F5' 23(av) ¢ 3 0623 & 16.1 5.7 12.2 8 23.9 383
Sim. Fitting n Type nofmeas. res log(Bix)  log(B2x) log(B1vy) log(B2y) log(Bxy) Xt Yt
model Preset values 8 24.0 6.0 16.0 28 30.0 300
f+60=2x 10° F5' 25 a 1 3.071 -36 25.2 5.4 16.1 28 312 264
F5' 8 b 1 0.583 & 16.6 9.6 16.7 22 175 156
F5' 8 c 1 0765 B 18.7 9.6 16.5 18 16.8 152
F5' 24 c 3 1326 1 15.9 9.6 16.7 20 19.9 157
F5' 8(a) ¢ 3 0663 2 16.1 9.6 16.7 28 19.2 157
to the number of data points (ygsas well as the number of This study showed that by means of voltammetric instru-
zero crossings of the residual. mentation supplied with automatic burettes and sophisticated
Areasonable resultis arule obtained by the generalizationdata treatment that enables quick scanning through differ-
parameteg= 100, which claims: fitting is good if rgs 2.53. ent fitting models, it is possible to conclude more precisely

This rule has a sensitivity of 100% and a specificity of 53.9%. about the metal-ligand structure in a measured sample. How-
Such a result was a confirmation of classical statistical ap- ever, for more accurate values of the complexing param-
proach to the fitting problem where the analysis of residuals eters, a more detailed study should be undertaken includ-
is provided. ing repeating of experiments, and/or putting denser metal
Another table (with 75 example rows, 15 out of which additions (in cases of strong ligands when larger number
were positive, i.e. matching simulation and fitting model) of first additions are so complexed to leave the free metal
was prepared with the examples of only S5, fitted with all below the detection limit), considering that rather a subtle
the F1-F5 fitting models. A reasonable result is a rule ob- structure of dissolved metal-ligand complexes is tried to be
tained by the generalization parameger 20, which claims distinguished.
fitting is good if reg <2.19 (sensitivity of 100% and speci- Analyses by the method of data mining server confirmed
ficity of 72.4%). When compared to the first table of sim- the statistical methods of residuals analysis and have shown to
ulated and fitting models all together, the second table with be applicable in such simulation—fitting modelling systems
only one simulated model (the most complex in our analysis), as a prediction tool and help as one of the criteria in data
shows more specificity for less generalization, which was ex- interpretation. A more specific rule is to be expected with a
pectable. Furthermore, the second table is a good model ofdenser web of modelled parameters, which could be the aim
a real experiment data treatment. By applying this rule, we of some future work.
could count on selecting all (100%) the matching models and
27.6% of the wrong models. Further combining with other
disposable evidences such as critical logical inspection of the
parameters values and error distribution (e.g. number of zero
crossing of the residuals) could eventually bring us higher
specificity.
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